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[1] We examine the Earth’s energy balance since 1950, identifying results that can be
obtained without using global climate models. Important terms that can be constrained
using only measurements and radiative transfer models are ocean heat content, radiative
forcing by long-lived trace gases, and radiative forcing from volcanic eruptions. We
explicitly consider the emission of energy by a warming Earth by using correlations
between surface temperature and satellite radiant flux data and show that this term is
already quite significant. About 20% of the integrated positive forcing by greenhouse
gases and solar radiation since 1950 has been radiated to space. Only about 10% of the
positive forcing (about 1/3 of the net forcing) has gone into heating the Earth, almost all
into the oceans. About 20% of the positive forcing has been balanced by volcanic aerosols,
and the remaining 50% is mainly attributable to tropospheric aerosols. After accounting
for the measured terms, the residual forcing between 1970 and 2000 due to direct and
indirect forcing by aerosols as well as semidirect forcing from greenhouse gases and
any unknown mechanism can be estimated as �1.1 ± 0.4 W m�2 (1s). This is consistent
with the Intergovernmental Panel on Climate Change’s best estimates but rules out
very large negative forcings from aerosol indirect effects. Further, the data imply an
increase from the 1950s to the 1980s followed by constant or slightly declining aerosol
forcing into the 1990s, consistent with estimates of trends in global sulfate emissions.
An apparent increase in residual forcing in the late 1990s is discussed.
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1. Introduction

[2] Conservation of energy is a powerful tool for analyz-
ing physical systems. The Earth’s climate system is no
exception. Net positive climate forcing causes the Earth to
retain energy that is primarily stored in the oceans. Al-
though there may be variability in individual terms, the
requirement for energy conservation has no natural cycles.
[3] An important feature of the Earth’s energy budget is

that the amount of infrared radiation leaving the Earth is
determined by locations (the surface and atmosphere) with
much smaller heat capacities than the ocean beneath the
surface layer. This leads to multiple time scales in the
response to a climate forcing. Two prominent time scales
in the response to a climate perturbation are a partial surface
temperature response in about 10 years and an ocean
response of centuries [Stouffer, 2004; Knutti et al., 2008].
[4] The differing time scales imply that ocean heat

content and surface temperature contain distinct information
about the Earth’s response to radiative forcing [Gregory,
2000]. Over a time scale of decades, the ocean is heated by

the integral of the radiative imbalance of the surface and
atmosphere. A faster land and ocean surface temperature
response to a given forcing will actually slow the rate of
increase in the overall ocean heat content because the
increased outgoing radiation from a warmer surface means
that there is less energy available to heat the ocean. Figure 1 is
a schematic diagram of the energy available to heat the Earth
after an idealized step function change in radiative forcing.
[5] Energy flows in the climate system have been studied

previously, especially seasonal cycles [Trenberth and
Stepaniak, 2004; Tsushima et al., 2005; Fasullo and
Trenberth, 2008]. Average global heat fluxes were described
by Trenberth et al. [2009]. Several authors have shown that
global climate models can explain the main features of ocean
heat uptake if they include the effects of recent large volcanic
eruptions [Levitus et al., 2001; Barnett et al., 2005;Church et
al., 2005; Delworth et al., 2005; Hansen et al., 2005;
Domingues et al., 2008]. The Earth’s heat budget has also
been used to put limits on the climate sensitivity using global
climatemodels [e.g.,Knutti et al., 2002; Stott et al., 2008] and
data [Gregory et al., 2002].
[6] Our approach in this paper is to examine the limits

that can be placed on the Earth’s energy budget not by using
climate models but rather based strictly on observations: we
use measurements of surface temperature, ocean heat con-
tent and satellite observations of radiative fluxes. We also
use published results from radiative transfer calculations of
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the forcing due to greenhouse gases and volcanic aerosols
as well as the sun. The remaining energy is primarily due to
the direct and indirect radiative effects of aerosols. Any
semidirect forcing due to greenhouse gases [Andrews and
Forster, 2008] and any other unresolved forcings are also
included in the residual. The change in the energy budget
due to aerosols is left as the residual between these observed
terms largely because of the uncertainty in their indirect
effects on clouds. Although some estimates have been made
from satellite data over limited periods, these are subject to
large uncertainties and are not available over the multi-
decadal timescales of interest here.

2. Data Sources for Heat Content and Radiative
Forcing

2.1. Ocean, Land, and Atmospheric Heat Content

[7] There are several recent calculations of observed
ocean heat contents from the surface to 700 m depth
[Domingues et al., 2008; Ishii and Kimoto, 2009; Levitus
et al., 2009]. In each study, temperature profiles were
converted to estimates of the ocean heat content. Each
study also corrects expendable bathy-thermograph (XBT)
measurements using fall rate or empirical corrections. These
corrections make the heat content estimates more accurate
than previous estimates using similar data [Wijffels et al.,
2008].
[8] In addition to heating of the top 700 m, some heat is

transported to the deep ocean. The heat content to 3000 m

depth has been estimated to add about 30% to 40% to recent
increases above 700 m on the basis of limited deep ocean
temperature data [Levitus et al., 2001]. Another estimate
[Köhl et al., 2007] based on an ocean model assimilation of
temperature, wind stress, and other data leads to a 40%
correction for heat transported deeper than 700 m, with
most of this after 1990 [Köhl and Stammer, 2008]. The
coefficient of thermal expansion of water varies with
temperature and depth, so steric sea level rise does not
uniquely constrain ocean heat content. For the purposes of
this paper we estimate that from 1950 to 2003 the increase
in the heat content of the ocean deeper than 700 m was 40 ±
15% of the increase from 0 to 700 m. For a given year, the
deep ocean heat content is scaled to the heat content above
700 m averaged over the preceding 10 years. The actual lag
may be longer but the results here are insensitive to the
averaging period and longer averages require more assump-
tions about the heat content before 1950.
[9] Changes in atmospheric, land, and ice heat contents

are very small compared to the oceans [Levitus et al., 2005].
The atmospheric heat content since 1950 was computed
using the surface temperature record and the heat capacity
of the troposphere. Land and ice heat contents were scaled
to the previous 4 years of surface temperatures using values
in Figure 5.4 of the Intergovernmental Panel on Climate
Change (IPCC) Fourth Assessment Report (AR4) [Bindoff
et al., 2007].

2.2. Radiative Forcing

[10] Greenhouse gases and volcanic eruptions are both
major sources of radiative forcing since 1950. The radiative
properties of the major greenhouse gases can be considered
to be known to high accuracy on the basis of laboratory
studies, line-by-line calculations of radiative transfer, and
radiative model intercomparisons [see Forster et al., 2007,
and references therein]. We use a time history of radiative
forcing from Gregory and Forster [2008] with two mod-
ifications. Their volcanic forcing is smoothed and the
resulting low time resolution is not suitable for the analysis
here. We used the stratospheric aerosol forcing from the
Goddard Institute for Space Studies (GISS) compilation
(http://data.giss.nasa.gov/modelforce/RadF.txt) instead. The
Gregory and Forster [2008] and GISS stratospheric aerosol
forcing are essentially identical except for the smoothing.
Second, the Gregory and Forster [2008] stratospheric ozone
forcing was scaled by a factor of 0.45 to match the AR4 best
estimate of �0.05 W m�2 [Forster et al., 2007].
[11] Radiative forcing from long-lived trace gases is

based on observations of their concentrations along with
radiative transfer calculations. The time history used here is
very close to the detailed calculations by Myhre et al.
[2001]. The 1s uncertainty in forcing from long-lived
greenhouse gases is estimated as ±5% on the basis of
Collins et al. [2006]. Uncertainties of ±30% were assumed
for smaller forcings from tropospheric ozone and solar
variability. The radiative forcings here do not include any
semidirect effects of CO2 and other greenhouse gases
[Andrews and Forster, 2008], which will therefore be
included in the residual forcing along with aerosol direct
and indirect effects.
[12] The stratospheric aerosol radiative forcings for recent

decades are ultimately based upon data from the SAGE

Figure 1. Illustrative sketch of the response of the Earth
energy budget to an idealized step function change in a
greenhouse gas. Outgoing radiation from the Earth at first
decreases then returns toward an equilibrium value as the
Earth warms. An initial rapid temperature response, as
plotted here, reduces the amount of energy available to heat
the Earth and slows the eventual approach to equilibrium.
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instruments and other observations of stratospheric aerosol
extinction along with relationships developed by Lacis et al.
[1992], who used a radiative transfer model and balloon-
borne size distribution data to convert measured extinction
to radiative forcing. We use ±25% uncertainty after 1980
and double the uncertainty before 1980 because of the lack
of satellite data. As will be shown later, the perturbations in
ocean heat uptake after the eruptions of Agung, El Chichon
and Mt. Pinatubo are in very good agreement with the
estimated volcanic forcings.

3. Surface Temperature and Net Radiation

[13] A warming Earth emits more infrared radiation. This
is the most important restoring term producing a stable
climate. There are also important changes in net radiation
caused by temperature-induced changes in water vapor,
lapse rate, cloudiness, snow cover, and other feedbacks.
Ideally, these terms could be constrained by long-term
measurements of the net radiation balance of the Earth.
The Earth Radiation Budget Experiment (ERBE) nonscan-
ner wide field of view instrument on the Earth Radiation
Budget Satellite [Wong et al., 2006] and the Clouds and the
Earth’s Radiant Energy System (CERES) scanner instru-
ment on the Terra satellite [Loeb et al., 2009] provide
radiative flux measurements at the top of the atmosphere
but do not span the entire period from 1950 onward.
Because of absolute calibration offsets in these two data
sets, we use an approach similar to Forster and Gregory
[2006] that relies on the excellent year-to-year precision of
the ERBE and CERES data. In this method, the net
radiation balance of the Earth is parameterized as a linear
function of temperature. Then this linear function of tem-
perature is used to estimate changes in net radiation for the
entire time period from 1950 to present.
[14] A linearized version of the Earth’s energy balance is

N ¼ F � lDT þ e; ð1Þ

where N is the net energy flow into the Earth, F is the
net forcing, lDT is the change in net radiation due to
a temperature change DT, and e is measurement noise
and internal variability [Foster et al., 2008; Forster and
Gregory, 2006]. Over a sufficiently long time period, 1/l
represents the climate sensitivity: when DT = F/l, N goes
to zero and the Earth no longer warms. Here we are
interested in a somewhat different meaning of l, as the
coefficient that best predicts interannual to decadal changes
in net radiation as a function of surface temperature. Values
of l appropriate to century time scales can be different
than those appropriate to a few years [Knutti et al., 2008] so
the values used in this paper should not be interpreted in
terms of equilibrium climate sensitivity. Different types of
forcings may also have different values of l. We assume
that a value of l derived from the periods covered by ERBE
and CERES (20 years with gaps) can be applied to a
continuous 55-year period. We also assume that the mix of
forcings during the satellite years is similar enough to all
the decades since 1950 for the value of lambda to remain
constant.
[15] Our sign convention is that energy heating the Earth

is positive. ERBE and CERES longwave and shortwave
fluxes are therefore negative because they represent energy

leaving the Earth. We also note that by using measurements
of net energy flow N from ERBE and CERES rather than
writing N = c dT/dt where c is a heat capacity, we avoid the
complications about multiple time scales that arise from the
choice of heat capacity [Foster et al., 2008].
[16] There are some physical constraints on l. A stable

climate system requires l to have a long-term average value
greater than zero. Considering only blackbody radiation with
the Earth’s existing emissivity and no climate feedbacks, l
would be about 3.2 W m�2 K�1 [Soden and Held, 2006].
[17] Two previous papers estimated l from ERBE data

and surface temperatures. Forster and Gregory [2006] per-
formed regressions for various time periods, averaging
methods, and temperature records. A typical value is l =
2.4 ± 0.8 W m�2 K�1 (1s) using ERBE annual averages
for 1985 through 1990 and GISS temperatures. Tsushima
et al. [2005] derived l = 0.98 ± 0.2 W m�2 K�1 from the
seasonal variation of temperature and ERBE net radiation
data. They consider this to be smaller than the correct
value for interannual time periods because seasonal time
scales may have excessive snow feedbacks. They estimat-
ed a long-term slope appropriate to climate sensitivity of
about 1.3 W m�2 K�1.
[18] From equation (1), the slope of N-F versus DT will

yield l. We performed new regressions using 1985 to 1999
data from the ERBE nonscanner instrument on the ERBS
satellite and 2000 to 2005 data from the CERES scanner
instrument on the Terra satellite. The ERBE wide field of
view data cover 60�S to 60�N latitude. The ERBE data are
72-day averages with this period chosen to minimize
temporal sampling errors due to orbital precession. These
ERBE_S10N_WFOV_ERBS_Edition3_Rev1 data include
corrections for altitude changes of the satellite orbit and
for degradation of the shortwave dome [Wong et al., 2006].
Since the longwave data are the difference between broad-
band and shortwave data, the dome correction influences
both the shortwave and longwave values but not the
total. The CERES data are monthly averages from version
CERES_EBAF_TOA_Terra_Edition1A. Temperatures are
from National Centers for Environmental Prediction
(NCEP) reanalysis averaged over the same latitudes and
times as the satellite data. The forcings F are as described
earlier. The satellite data are during a period of relatively
constant sulfate emissions and we assume that aerosol
forcings are constant enough over short time periods not
to affect the analysis. This is justified by the advanced very
high resolution radiometer (AVHRR) data discussed below
with details in Appendix A.
[19] In Figure 2 we show data including both seasonal

and annual changes, then verify the calculation with a
method that includes only interannual changes (Appendix A).
Including seasonal temperature changes in the regression
gives a broader range of temperatures than if annual averages
are plotted. The wider temperature range yields much better
constraints on a slope versus temperature. The main dis-
advantage is that changes in cloudiness and other parame-
ters with seasonal temperature changes represent feedbacks
on a short time scale and may not be accurate predictors of
how those parameters will change for interannual temperature
changes of the same magnitude. A minor point is that for
shortwave radiation the annual cycle of solar radiation due to
the changing Earth-Sun distance as well as slower solar
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changesmust be removed before analysis. This has been done
by normalizing the shortwave fluxes to the incident solar
radiation (also provided by ERBE andCERES). This amounts
to fitting albedo variation, a physical response of the Earth, as
opposed to reflected solar radiation, a quantity that varies even
if the Earth is unchanged. Note that long-term changes in solar
input are included as a forcing.
[20] One question is the proper direction of the regres-

sion: whether temperature or outgoing radiation is consid-
ered the independent variable for the regression analysis or
a neutral regression model is used. We favor ordinary
regression of outgoing radiation against temperature for

two reasons. First, we use l to predict net outgoing
radiation from observed temperature changes and ordinary
regression against temperature matches this use. Second,
time response favors regression against temperature on
relatively short time scales. If temperature variations are
changing outgoing radiation then temperature should be the
independent variable whereas if radiation variations are
affecting temperature then temperature should be the
dependent variable. Although both are true to some extent,
they can be partially separated by time response: outgoing
radiation changes are mostly immediate whereas surface
temperatures lag radiative forcing. Autocorrelation analyses

Figure 2. Regressions of ERBE and CERES outgoing radiation minus changes in radiative forcing to
give the parameter l in equation (1). Each ERBE point is one 72-day ‘‘season’’ and each CERES point is
1 month. Temperatures include both interannual and seasonal variations. Solid lines are linear fits using
ordinary regression and dashed lines using orthogonal distance regression. Slopes are shown in Table 1;
r2 values are for ordinary regression. Vertical offsets are mostly due to absolute calibration differences
and different sampling of the diurnal cycle by the sun-synchronous Terra and nonsynchronous ERBS
satellites.
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of global temperatures suggest that the surface ocean
portion of the Earth’s climate response has a time constant
of about 8–12 years [Scafetta, 2008; Schwartz, 2008]. In
Figure 2, much of the temperature variation is on time scales
much shorter than 8 years. Thus, it is likely that temper-
atures changes resulting from the radiation budget are
damped and the main direction is temperature changing
outgoing radiation. This favors temperature as the indepen-
dent variable. For comparison, orthogonal distance regres-
sions that treat neither variable as causal and with the same
relative errors are also shown in Figure 2 and Table 1. The
shortwave and total residuals in Figure 2 are not random but
are dominated by a semiannual cycle. Removing this
semiannual cycle brings the orthogonal regression slopes
much closer to the ordinary regression slopes, which do not
perceptibly change.
[21] In order to examine only interannual changes, we

have also performed regressions using only temperature
anomalies from the annual mean. Because of data gaps
and other details the methodology is more complicated and
the results for both CERES and ERBE are presented in
Appendix A. The results are consistent with Figure 2 but
with larger statistical errors.
[22] Figure 3 and Table 1 show the slopes derived from

our methods compared to some literature results. As can be
seen in Figure 2, the ERBE and CERES data yield very
similar slopes. For the CERES data, feedbacks can be
compared for global coverage and 60�S–60�N. Including
areas poleward of 60� makes the shortwave feedback
stronger on a seasonal basis but not on an interannual basis.
This supports the arguments advanced by Tsushima et al.
[2005] about excessive shortwave feedbacks on seasonal
time scales. However, the CERES seasonal and annual
slopes are very similar when the polar regions are excluded
so it seems that the seasonal slopes for data between 60�S
and 60�N provide a good estimate of the interannual
variability. For total outgoing radiation minus forcing the
ordinary regression slopes for l are 1.31 and 1.43 W m�2

K�1 for ERBE and CERES data, respectively. The ERBE
and CERES interannual slopes are all less than 1.25 W m�2

K�1 whereas the seasonal slopes using orthogonal distance
regression slopes are larger than 1.5 W m�2 K�1. We adopt
l = 1.25 ± 0.5 W m�2 K�1 as an estimate for the response
of net radiation to temperature variations between the
1950 and 2004. The error estimate is spread considerably
beyond the statistical errors in the fits because of the issues
regarding the choice of regression.
[23] The choice of a reference temperature for DT in

equation (1) is what provides an absolute scale for the net
outgoing radiation. By convention, radiative forcings are
referenced to preindustrial conditions. Because we explicitly
include the forcing from large volcanic eruptions [Robock,
2000], to be self-consistent the reference temperature should
correspond to preindustrial conditions without cooling from
large eruptions. The 1950s were probably warmer than the
reference condition since for several decades prior to that
there were no major volcanic eruptions and some positive
anthropogenic climate forcing. The late 19th century was
probably cooler than our desired nonvolcanic reference
condition because of Krakatoa and lingering effects of the
Tambora eruption in 1815. Temperatures from 1950 to 1959
were about 0.2 K warmer than they were from 1850 to 1910
[Brohan et al., 2006]. Using these periods as bounds, we
choose a reference temperature 0.14 ± 0.1 K cooler than the
average of 1950 to 1959, or �0.29 K on the HadCRUT3
relative temperature scale.
[24] Using our best estimate of l, an uncertainty of ±0.1 K

in the reference temperature contributes ±0.125 W m�2

uncertainty to total outgoing radiation using. This is much
smaller than the absolute uncertainty of the ERBE or CERES
instruments.

4. Time History and Aerosol Forcing

[25] The time history of the energy budget contains
information in addition to the integrated quantities. A history

Table 1. Estimates of the Slope of the Earth Energy Budget Versus Temperaturea

Source Method Source and Time Span Temperature Record Longwaveb Shortwaveb Totalb

This work Interannual and seasonal
cycle together

ERBE 1985–1999
except 1991.5–1993.5

NCEP 1000 mbar 2.21 ± 0.12,
2.54 ± 0.14

�0.90 ± 0.14,
�1.62 ± 0.19

1.31 ± 0.13,
1.71 ± 0.16

This work Interannual and seasonal
cycle together

CERES 2000–2005
(60�S–60�N)

NCEP 1000 mbar 2.29 ± 0.09,
2.48 ± 0.10

�0.86 ± 0.12,
�1.44 ± 0.16

1.43 ± 0.13,
2.01 ± 0.17

This work Interannual and seasonal
cycle together

CERES 2000–2005
(global)

NCEP 1000 mbar 2.23 ± 0.07,
2.34 ± 0.07

�1.77 ± 0.21,
�3.13 ± 0.35

0.46 ± 0.19,
3.89 ± 1.13

This work Interannual each season,
then average seasons

ERBE 1985–1999
except 1991.5–1993.5

HadCRUT3 2.82 ± 0.42 �1.86 ± 0.69 1.25 ± 0.57

This work Interannual ERBE 1985–1998
except 1991–1993

HadCRUT3 2.78 ± 0.80 �2.66 ± 1.62 0.04 ± 1.03

This work Interannual CERES 2000–2005
(60�S–60�N)

HadCRUT3 2.13 ± 0.88,
3.3 ± 1.3

�1.10 ± 0.79,
�2.7 ± 1.6

1.03 ± 0.58,
1.8 ± 0.9

This work Interannual CERES 2000–2005
(global)

HadCRUT3 1.64 ± 0.84,
3.0 ± 1.4

�0.95 ± 0.81,
�2.9 ± 2.0

0.69 ± 0.78,
3.0 ± 2.5

Tsushima et al. [2005] Seasonal cycle 1985–1990 NCEP 2.06 ± 0.17 �1.07 ± 0.07 0.98 ± 0.20
Forster and Gregory [2006] Interannual ERBE 1985–1996

except 1993
GISS 3.8 ± 0.8 �1.6 ± 1.1 2.3 ± 0.43

Forster and Gregory [2006] Seasonal ERBE 1985–1996 GISS 2.7 ± 1.2 �1.3 ± 1.6 1.5 ± 0.7
Forster and Taylor [2006] Average of 20 global

climate models
�220-year model runs Each model 2.3 ± 0.37 �0.89 ± 0.53 1.42 ± 0.32

Soden and Held [2006] Average of 12 global
climate models

�100-year model runs Each model 1.28 ± 0.29

aHere l is in W m�2 K�1.
bThe second line of values is the orthogonal distance regression.
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of anthropogenic radiative forcing (excluding aerosols) and
volcanic radiative forcing is shown in Figure 4a along with
the radiative response of a warming Earth using l = 1.25 ±
0.5Wm�2 K�1. A time history of the energy going to heat the
Earth (Figure 4b) requires differentiating the heat content.
The ocean heat content data are too noisy for single year
differences, so successive linear fits were performed to
running 8-year segments of data. Eight years is the longest
period that still cleanly separates the dips due to El Chichon

and Mt. Pinatubo. The error bars are the 1s uncertainties in
the slope including both the scatter and uncertainties in the
ocean heat data. Some of the ocean heat errors probably are
systematic over a period of a few years. For example, similar
regions are probably undersampled in successive years. If so,
the error bars on Figure 4b would overestimate the uncer-
tainty in the derivative of the ocean heat content. On the other
hand, the error bars would underestimate the uncertainty if
most of the warming took place in poorly sampled regions

Figure 3. Summary of various calculations of l for longwave, shortwave, and total radiation. The
bottom two solid points in each category are the slopes from Figure 2. The next point up is a similar
analysis for global CERES data rather than 60�S–60�N. It shows a nearly identical longwave response
but a much stronger shortwave response from snow in the polar regions. The open blue points are
literature values including seasonal variation [Tsushima et al., 2005; Forster and Gregory, 2006]. The
solid red points are slopes of interannual data for ERBE and CERES data (Appendix A). The open red
point is a literature value for a subset of the ERBE data [Forster and Gregory, 2006]. The open black
points are regressions of outgoing radiation minus forcing against temperature for 20 models in the IPCC
archive [Forster and Taylor, 2006]. Values plotted here are ordinary regression; see Table 1 for the slopes
of orthogonal distance regressions. The dotted vertical line in the total section is the value used in this
paper.
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such as the Southern Ocean. For consistency, the radiative
forcings were smoothed in the same manner: lines were fit to
8-year segments of integrated forcing.
[26] The difference between the smoothed forcing and the

derivative of the Earth heat content represents forcings not
included in the calculations to this point. The largest such
forcings are expected to be the aerosol direct and indirect
effects [see Forster et al., 2007]. Figure 4c shows the
remaining heat flow attributable mostly to aerosols. The
dashed limits come from adding uncertainties in quadrature

because errors in radiative forcing calculations, ocean heat
content, and ERBE heat fluxes are independent of each
other. Using the Domingues et al. [2008] ocean heat
content, the average value of estimated aerosol direct and
indirect radiative forcing from 1970 to 2000 is �17 ± 6 �
1021 J a�1, or �1.06 ± 0.4 W m�2 (1s). We have
conservatively set the error estimate for the 30-year average
to the average error for a single year.
[27] Figure 5 compares the history of the residual forcing

to some indicators of anthropogenic aerosols. The general

Figure 4. Time history of radiative forcings and energy budget terms. (a) Radiative forcing and the
increased net radiation from a warming Earth �lDTwith l = 1.25 W m�2 K�1. (b) The derivative of the
Earth heat content using Domingues et al. [2008] for the ocean. The red curve is forcing plus Earth
radiative response (the sum of the green and black curves in Figure 4a) smoothed in the same manner as
the heat content. There is very good agreement for the dips in 1963, 1982, and 1992 due to volcanic
eruptions. (c) The remaining forcing, which is the difference between the red and blue curves in Figure 4b.
Note the inverted scale, as the remaining forcing is negative. The dotted lines represent 1s limits.
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increase from 1950 to 1970 followed by level forcing or a
slight decrease into the 1980s is consistent with measures of
anthropogenic forcing. Sulfate in Greenland ice [Fischer et
al., 1998] increased from 1950 to the early 1970s, then
declined as emission controls were adopted in North Amer-
ica and Europe. Global sulfur dioxide emissions [Smith et
al., 2004] had smaller decreases after 1970 as lower
emissions in North America and Europe were offset by
increases elsewhere. In agreement with other recent analyses
[Alpert et al., 2005; Wild et al., 2005], the residual forcing
does not support continued ‘‘global dimming’’ past the early
1970s.

[28] Also shown in Figure 5 are histories of the residual
forcing if other ocean heat content analyses are used in
place of Domingues et al. [2008]. The GECCO ocean model
assimilates data from a variety of sources [Köhl and
Stammer, 2008]. It obtains a rather different time history
than most of the other ocean heat analyses summarized by
Carton and Santorelli [2008].
[29] When using the Domingues et al. [2008] data, there

is a jump in the computed residual forcing in about 1995
(Figures 4c and 5). The other data sets have a smaller but
similar change. Possible explanations include errors in the
measured ocean heat uptake (due, e.g., to changing instru-
ment types) or a temporary transport of heat to the deep

Figure 5. Residual forcing attributed to direct and indirect aerosol effects compared to several measures
indicative of this forcing. (a) A slightly smoothed version of the residual in Figure 4c along with
calculations using other estimates of the ocean heat content. (b) Greenland ice sulfate values are an average
of three cores [Fischer et al., 1998], global SO2 emissions are from a compilation by Smith et al. [2004],
and AVHRR aerosol optical depths are a smoothed version of Zhao et al. [2008]. (c) A history of sea level
rise [Church and White, 2006] and the rate of change of global surface temperatures with an 8-year
smoothing, as in Figure 2. Satellite altimetry sea levels are offset vertically to overlap the historical record.
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ocean. An explanation that can be largely excluded is a
jump in aerosol forcing from increasing Asian emissions or
other rapid changes in aerosols. A jump in aerosol forcing in
the mid-1990s would show up as an increase in global
albedo while the ERBE time series shows decreases rather
than increases in albedo then. Trends in cloudiness are
problematic because of changes in satellite viewing angles
[Evan et al., 2007], but uncorrected International Satellite
Cloud Climatology Project (ISCCP) data given by Evan et
al. also show a also decrease rather than an increase in the
late 1990s. Finally, except for Mt. Pinatubo, the global
average aerosol optical depth was constant or slightly
decreasing from 1985 to 2000 (Figure 5b) [Wild et al.,
2005; Mishchenko et al., 2007; Zhao et al., 2008]. It is
unlikely that there could be a large increase in global
aerosol radiative forcing at a time when the average optical
depth was constant or declining. Taken together, these lines
of evidence suggest that the increase in aerosol forcing
through the 1960s and stabilization in the 1970s are real but
the apparent jump in the late 1990s is questionable.
[30] One possible explanation for the change in the

residual around 1996 is an underestimate of ocean heat
uptake. Figure 4b shows that the jump in the residual
forcing can be traced to a decrease in the estimated ocean
heat uptake around 1996 rather than changes in other
climate forcings. Figure 5c shows no corresponding de-
crease in the rate of sea level rise as would be expected if
the oceans had stopped warming. Figure 3 from Domingues
et al. [2008] confirms that the computed sea level rise is less
than that observed by satellite altimetry starting in about
1996. One way to make the heat uptake and sea level rise
data consistent would be a shift around 1996 from ocean
warming to an increase in glacial melting or other sources of
sea level rise that require less energy than thermal expan-
sion. However, rather than such a shift in physical mecha-
nisms, a simple possibility is that errors in the heat content
data cause an underestimate of the thermal expansion
contribution to sea level rise as well as the apparent jump
in forcing in the late 1990s. Ocean heat uptake based on
Argo float data also disagrees with sea level rise after 2003,
with no statement on which is correct [Willis et al., 2008].
The German contribution to Estimating the Circulation and

Climate of the Ocean (GECCO) ocean assimilation model
suggests that since the mid-1990s more heat may have been
going into the deep ocean [Köhl and Stammer, 2008].

5. Discussion

[31] The magnitude of the residual forcing agrees well
within combined uncertainties with the IPCC AR4 best
estimates of �0.5 and �0.7 W m�2 for the direct and cloud
albedo indirect aerosol effects in 2005, respectively [Forster
et al., 2007]. It also fits the IPCC AR4 total aerosol climate
forcing estimate including lifetime and semidirect effects of
roughly 1.2 W m�2 [Denman et al., 2007]. However, the
residual derived here excludes at the 2s level large estimates
of the aerosol indirect effect that would lead to combined
aerosol forcings more negative than about�1.9Wm�2. This
narrows the uncertainty range compared to the IPCC AR4
estimates (Table 2). Former discrepancies between top-down
and bottom-up estimates of aerosol forcing [Anderson et al.,
2003] are not supported by our analysis.
[32] There are two somewhat different ways of using our

results to constrain climate sensitivity. The first way is to
combine the upper limit on aerosol forcing, which is not very
sensitive to l, with previous model results. To be consistent
with recent temperature history, global climate models with
very high climate sensitivities must have a large ocean heat
uptake or a small net forcing. Such a small net forcing arises if
aerosol indirect effects are so large that they nearly cancel
greenhouse gas forcing [Foster et al., 2008; Knutti, 2008].
The limit derived here on combined aerosol forcings of
�1.9 W m�2 would constrain climate sensitivity in the
work of Andreae et al. [2005] to less than about 10�C for
doubled CO2, a rather weak upper bound.
[33] A second way of constraining climate sensitivity is to

argue directly from values of l. Again, the data provide
only a weak upper bound on climate sensitivity. Although
we repeat that values of l derived over a period of several
years are not necessarily the same as the long-term inverse
climate sensitivity, the nearly 15-year ERBE record is long
enough for at least some slower feedback processes such as
Arctic sea ice to begin to operate. Depending on how one
treats data gaps, the best fit increase in interannual outgoing

Table 2. Combined Aerosol Direct and Indirect Forcings

Source Time Period Ocean Heat
Greenhouse
Forcings

Aerosol Forcing
(W m�2)

2s or 90% Confidence
Limits (W m�2)

This work’s best
estimate

Preindustrial to
1970–2000

Domingues
et al. [2008]

Gregory and
Forster [2008]

�1.06 �0.3 to �1.9

This work Preindustrial to
1970–2000

Domingues
et al. [2008]

GISS �1.21 �0.4 to �2.0

This work Preindustrial to
1970–2000

Levitus
et al. [2009]

Gregory and
Forster [2008]

�1.04 �0.3 to �1.7

This work Preindustrial to
1970–2000

Ishii and
Kimoto [2009]

Gregory and
Forster [2008]

�1.15 Not calculated

This work Preindustrial to
1970–2000

Köhl and
Stammer [2008]

Gregory and
Forster [2008]

�0.62 Not calculated

IPCC AR4 chapter 2
(direct and cloud albedo forcings)a

Preindustrial to
circa 2005

– – �1.2 �0.6 to �2.4
(forward estimates)

IPCC AR4 chapter 7
(total aerosol forcings)b

Preindustrial to
circa 2005

– – �1.2 �0.2 to �2.3
(full model range)

IPCC AR4 chapter 9
(total aerosol forcings)c

Preindustrial to
circa 2005

– – �0.1 to �1.7
(inverse estimates)

aForster et al. [2007].
bDenman et al. [2007].
cHegerl et al. [2007].
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radiation was between 0.04 and 1.25 W m�2 K�1 (Figure 2
and Table 1). This does not exclude the inverse climate
sensitivity of 0.37 W m�2 K�1 for a 10�C warming for
doubled CO2.
[34] The shortwave satellite data may place a lower

bound on climate sensitivity. Model sensitivities to seasonal
changes in snow cover and long-term snow and ice albedo
feedback are highly correlated [Hall and Qu, 2006]. Two of
the AR4 models have shortwave l values smaller (less
negative) than �0.11 W m�2 K�1, outside the error limits of
both the ERBE and CERES results for either seasonal or
interannual regressions (Figure 3; model l values from
Forster and Taylor [2006]). These models (PCM and
FGOALS) have the lowest and third lowest climate sensi-
tivities of all the models in the IPCC AR4 at 2.1�C and
2.3�C for CO2 doubling, respectively [Randall et al., 2007],
suggesting that it may be difficult to reconcile doubled CO2

climate sensitivities as low as 2�C with the ERBE and
CERES results.
[35] Overall, the constraints on climate sensitivity from

this observationally based analysis are similar to those from
model-based analyses: the recent climate record provides
stronger constraints at the low end of the climate sensitivity
than at the high end [Foster et al., 2008; Knutti and Hegerl,
2008]. Tomassini et al. [2007] use a formal statistical
analysis to show the asymmetric distribution of sensitivity
estimates. It is interesting that their statistical analysis
identifies ocean heat content, a quantity that is related to
conservation of energy, as an important constraint.
[36] The consistency of the residual with independent,

bottom-up estimates of aerosol direct and indirect effects
means that it is very unlikely that there are any comparably
large climate forcings not currently being considered. Any

other large, unknown forcings would not only have to
nearly cancel each other in today’s conditions but would
have to be consistent with the time history of aerosol
forcing, as supported by observations of sulfate in Green-
land ice cores (see Figure 5). This finding supports the idea
that the small warming in the 1960s and 1970s was likely
due to increased aerosol then.
[37] Figure 6 shows a best estimate of the energy balance

of the Earth since 1950. Figure 6a shows the sum of mostly
positive, long-term climate forcings. Figure 6b shows how
these forcings have been balanced to conserve energy by
short-term negative forcings, heat uptake, and increased
outgoing radiation.
[38] A striking result of the Earth energy budget analysis

presented here is the small fraction of greenhouse gas
forcing that has gone into heating the Earth. Since 1950,
only about 10 ± 7% of the forcing by greenhouse gases and
solar radiation has gone into heating the Earth, primarily the
oceans. About 20 ± 9% has been balanced by increased
outgoing radiation. About 20% of the forcing by greenhouse
gases and solar radiation has been offset by volcanic
aerosols. The remainder, about 50%, has been balanced
by the direct and indirect effects of anthropogenic aerosols.
Many global climate models roughly reproduce the ratio
whereby radiative response accounts for about twice as
much energy as ocean heat uptake [Gregory and Forster,
2008].
[39] The heat capacities of the atmosphere, land, and top

few meters of the ocean are small compared to both the
ocean to 700 m depth and the energy from years of
integrated radiative forcings. Small changes in heat transfer
into the ocean, cloudiness, or other terms can create
significant changes in surface temperature. Therefore, from

Figure 6. Cumulative energy budget for the Earth since 1950. (a) Mostly positive and mostly long-lived
forcing agents from 1950 through 2004. (b) The positive forcings have been balanced by stratospheric
aerosols, direct and indirect aerosol forcing, increased outgoing radiation from a warming Earth and the
amount remaining to heat the Earth. The aerosol direct and indirect effects portion is a residual after
computing all other terms.
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an energy conservation point of view there is no inconsis-
tency in surface warming proceeding unevenly. Oscillations
in the rate of surface warming are apparent in Figure 5c.
Some, but not all, maxima in the rate of temperature
increase come after the dips due to major volcanic erup-
tions. For example, the temperature increased very rapidly
in 1995 to 1996. This is not surprising from an energy
budget point of view. The stratospheric aerosol had declined
nearly to background levels, yet surface temperatures were
still reduced because of the cooling after the eruption of
Mt. Pinatubo. That means that there was less outgoing
radiation, giving an enhanced net flow of energy to the Earth.
[40] Questions have been raised in the popular media

about the reduced rate of warming since 1998 (e.g., http://
transcripts.cnn.com/TRANSCRIPTS/0901/13/ldt.01.html;
http://www.realclimate.org/index.php/archives/2009/01/
cnn-is-spun-right-round-baby-right-round/langswitch_lang/
in#more-640). Figure 5 shows that the recent change in
the atmospheric warming rate is not unusual compared to
the decadal variability in the rate of warming over the past
50 years [Easterling and Wehner, 2009]. Further, unless
there have been surprisingly large contributions other than
thermal expansion to sea level since 1998 the continued rise
(Figure 5c) suggests that a significant amount of energy has
gone into the oceans rather than warming the surface.
Changes in observing systems make it difficult to more
fully compare the energy budget before and after 1998. The
ERBE data on the ERBS satellite end in 1999 and the
CERES data start in 2000. At about the same time there was
also a significant shift in ocean temperature measurements
from XBTs to profiles from floats [AchutaRao et al., 2007;
Gouretski and Koltermann, 2007]. Nevertheless, the obser-
vations of sea level since 1998 show that interpretation of
increasing or decreasing rates of warming of the Earth
requires consideration of both ocean and atmosphere.
[41] The small fraction of retained energy is a reminder of

how quickly radiative imbalances can heat the Earth. It is
energetically possible for surface temperature to increase or
sea levels to rise much more rapidly than they have in the
recent past. In the long run, positive radiative forcings must
be balanced by increases in the outgoing energy from Earth to
space [Hansen et al., 2005]. That process is already making a
significant contribution to the Earth’s energy balance.

Appendix A: Estimates of l From Surface
Temperatures and Satellite Radiance Data

[42] Following equation (1), �l is the slope of N-F
versus DT. Note that since outgoing radiations are negative,
a positive forcing makes the magnitude of N-F larger. The
temporal changes in the forcing F from greenhouse gases
and volcanic aerosols are included in the regressions.
Possible year-to-year changes in aerosol forcing could affect
the fits but are small, according to the AVHRR record of
aerosol optical thickness (Figure 5c), which covers both the
ERBE and CERES periods. After removing an estimate of
the stratospheric aerosol optical thickness consistent with
the GISS stratospheric forcing, the recent linear trend is
�0.0002 optical depth units per year (data from Zhao et al.
[2008]).
[43] Small differences in forcing of up to about ±0.034 W

m�2 caused by the seasonal cycle in CO2 were removed

from all regressions using average departures of monthly
global CO2 from the long-term trend between 1984 and
1999 (NOAA Global Monitoring Division http://www.esrl.
noaa.gov/gmd/dv/ftpdata.html). A similar cycle of up to
±0.16 W m�2 caused by seasonal forcing of aerosol optical
thickness was removed from all regressions using monthly
average aerosol optical thickness in nonvolcanic years
(Figure 5c) [Zhao et al., 2008]. Removing the seasonal
cycles in forcing slightly improved the fits. For example, the
r2 of the CERES shortwave data improved from 0.40 to
0.45. All slopes changed by amounts much smaller than the
statistical error limits. The residuals from fits against tem-
perature have a seasonal cycle. For example, the standard
deviation of the global total outgoing radiation residuals
from a fit against temperature is 1.92 W m�2 but is only
0.61 W m�2 after annual and semiannual cycles are re-
moved. The maximum absolute value of the correlation
between NCEP 1000 mbar temperature and both longwave
and shortwave CERES data is at zero lag. Total outgoing
radiation has the largest absolute correlation at either zero or
two month lag, depending on whether 60�S–60�N or global
data are considered.
[44] Figure A1 shows regressions of surface temperatures

and satellite radiative flux data using only interannual
variations. Compared to Figure 2, an advantage is that these
regressions over 15 years (ERBE) or 5.75 years (CERES)
are good surrogate for what we use l for in this paper,
interannual variations over 55 years. The disadvantage is
that interannual changes in temperature are small, leading to
more uncertainty in the slope. Interannual changes also rely
more on the long-term stability of the ERBE and CERES
instruments. For example, there may have been offsets
introduced into the ERBE data by the power down in
1993 [Trenberth, 2002]. Multiple lines of evidence show
that these affect the data by less than 0.5 W m�2 [Wielicki et
al., 2002]. However, a step change of 0.5 W m�2 in 1993
would change the slope in Figure A1a by about 1 W m�2

K�1, showing the stringent requirements on long-term
stability if annual averages are used.
[45] Using a comparison to SeaWiFS data [Loeb et al.,

2007], the 1s precision for shortwave CERES data on Terra
can be estimated as 0.2 W m�2 for monthly averages. The
CERES longwave precision is estimated to be 0.36 W m�2

(N. Loeb, private communication, 2009), although the
scatter in the residuals in fits such as Figure 2 is consider-
ably smaller than this.
[46] For interannual regressions we use the HadCRUT3

temperature record (http://www.cru.uea.ac.uk/cru/data/
temperature/ [Brohan et al., 2006]) instead of the NCEP
record used in Figure 2. The HadCRUT3 temperature record
is very well suited for interannual variations. We use the
NCEP record for Figure 2 because the HadCRUT3 data are
deseasonalized at the station level and therefore cannot
easily include the seasonal variation of global temperature
(P. Brohan, personal communication, 2008). A comparison of
the HadCRUT3 andNCEP records for the ERBE and CERES
periods is shown in Figure S1.1 Monthly average temper-
atures were interpolated onto the ERBE periods over the 60�S

1Auxiliary materials are available in the HTML. doi:10.1029/
2009JD012105.
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to 60�N latitude range covered by the ERBE wide field of
view sensor or the appropriate latitude range for CERES.
[47] There are gaps in the ERBE data in late 1993, early

1998, and early 1999. It is difficult to use partial years
because the results become sensitive to how seasonal
variations are removed. In addition, the rapidly changing
radiative forcing after the eruption of Mt. Pinatubo in 1991

makes the data difficult to interpret through about 1993.
One approach is to restrict the analysis to complete data
before 1991, but that fails to utilize information from the
warm years in the later 1990s. The data in Figure A1 cover
complete years from 1985 through 1990 and 1994 through
1997. In addition, a composite ‘‘1998’’ was created using
data from 1997 and 1999 to fill gaps in the 1998 record

Figure A1. Regressions of annual averages of (a) ERBE and (b) CERES outgoing radiation. Shown are
ERBE wide field of view data that cover about 60�S–60�N and global coverage from CERES.

Figure A2. Separate regressions for each 72-day season of ERBE outgoing radiation modified by
changes in radiative forcing for (a) longwave radiation and (b) the total outgoing radiation. For example,
the points with ‘‘0’’ markers represent data for the first 72 days of each year. The five slopes can then be
averaged to give an annual average slope.
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along with the temperature anomalies corresponding to
those intervals rather than calendar 1998.
[48] As an alternative to annual averages, we have also

performed separate regressions for each 72-day ERBE
season and then averaged the slopes from the different
seasons to obtain an annual average (Figure A2). These
regressions make use of all the ERBE data except for the 2
years following the eruption of Mt. Pinatubo. A disadvan-
tage is that different seasons contain different years. The
slopes are different than the slopes derived from simple
annual averages but are within the overlapping error bars, as
they should be when including or excluding a few points
from a data set.
[49] The CERES data cover March 2000 though October

2005. We obtain 6 annual points by using March 2000 to
February 2001 as the first point, then November 2000 to
October 2001 and so on. The error limits in Table 1 are
expanded slightly from the fitted errors to account for the first
two points not being completely independent of each other.
[50] Finally, regressions analogous to Figure 2 were

repeated using NCEP temperatures from other levels be-
sides 1000 mbar. This is of interest because much of the
outgoing longwave radiation originates from levels above
the surface. The slope of longwave radiation with temper-
ature was larger at 850 mbar (2.46 W m�2 K�1) than at the
surface (2.21 W m�2 K�1), consistent with there being less
water vapor feedback at the higher altitude and hence a
value closer to the blackbody slope.
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